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1 Introduction 

-4utomated, high-fidelity tools for aerodynamic design face critical issues in 
attempting to  optimize real-life geometry arid in permitting radical design 
changes. Success in these areas promises not only si,@icantly shorter design- 
cycie times, but &o superior and unconventiond desigas. To ddim these 
issues, we investigate the use of a parmetric-CAD system in conjunction with 
an embedded-boundary Carksian method. 0-x gcd is to combine the rood- 
eling q&-Zt ies of feature-based CAD with the robustness and flexibility 
of component-based Cartesian volume-mesh generation for complex geometry 
problems. We present the development of an automated optimization kame- 
work x<th a focus on the deplayment of such a CAD-based design approach 
in a heterogeneous parallel computing environment. 

2 Problem Formulation 

The aerodynamic optimization problem consists of determining values of de- 
sign mriables such that a given objective function is minimized, while satis- 
fying the governing flow equations and any other side constraints. fiamples 
of objectives and constraints include performance functionah. such as lift and 
drag, and geometric quantities, such as volumes and thiclinesses. The flow 
equations are 'the three-dimensional Euler equations of a perfect gas. 

A modular framework i s  constructed to solve the optimization problem 
based on two optimizers: 1) a genetic algorithm (GA), and 2) a BFGS quasi- 
X e m n  algorithm, where the objective function gradient is evaluated via 
central-differences. At the core of the framework is the analysis module that 
consists of a CAD-system interface and the Cart3D flow-analysis package. 
The primary componen7s of CartSD inciude a Cwtesim grid generator ill, 

. and a flow solver [2]. Below, we provide a description of the CAD interface. 
followed by the optimization framework. See [3] for additional details. 
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3 CAD Interface: CAPRI 

The C-4D interface controls the regeneration of a CAD model in response to a 
design change and provides a corresponding watertight surface triangulation. 
This is accomplished by the use of the Computational Analysis PRogramming 
Interface (CAPRI) [4: 51. CAPRI exposes the master-model feature tree of 
the CAD model and allows direct modification of parameters within that 
tree. iviost design variabies are associated directiy with vaiues exposed in 
the fetiture tree. Depecding on the CAD-fzcn tcpcbgy gf the =ode!, CP,?RI 
triangulates the faces by using either a quality triangulation algorithm [6,4], or 
by decomposing quadrilaterals generated with an auto-blocking algorithm [7]. 

4 Optimization Framework 

The synthesis of CAPRI with 
the optimization process is 
shown in Fig. 1. At each it- 
eration of the optimization, 
CAD geometry requests are 
generated for different design- 
varizble values and these are 
placed in a central reposi- 
tory. Independent of the op- 
timization runs, a distributed 
geometry server is initiated 
that consists of multiple CAD 
nodes. The nodes process the 
geometry requests by retriev- 
ing the required parts and 
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assemblies, regenerating the Fig. 1. Layout of the interface between optimiza- 
C!,D rr,odel., Lqd providing 
surface triangulations for the 
optimization processes. Since 
the geometry requests are independent, the geometry server achieves nearly 
linear scalability. 

The number of C.4D nodes is limited by the number of available CAD 
licenses, as each node consumes one license. An immediate concern is that the 
CAD nodes may become the bottleneck of the optimization process, idling the 
processors of the compute engines. To avoid such bottlenecks, we dparnicalljr 
allocate the processors of the optimization to the number of completed surface 
triangulations. Figure 2 illustrates this on an example with 64 processors. At 
the start of each design iteration, a l l  processors are dedicated to  the solution of 
the first returned surface triangulation from the CAD nodes. This is the base 
state of the gradient method and r;he first chromosome of Lhe GA, denoted as  

tion processes and geometry server 
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"Geometry 1'' in Fig. 2. Cpon completion of the first geometq- analysis, we 
check the number of completed surface triangulations. These are processed 
by the CL41, nodes while the  analysis of the first geometry is performed on 
the compute engine, denoted as "Geometries 2 . .  . K" in Fig. 2. The number 
of processors is distributed among the completed surface triangulations and 
multiple analpis modules a e  executed on suhets  of the available processom. 
This dynamic, comegrained parallelism provides not only concurrent execu- 
tion oi send tasks, but ais0 ensures high pasaiiei eiiiciency of the Sow soiver 
by ~ t k u  the E-mher cf p r s c a g z  z~.-&&!e t~ e=& =&& ~-r~&le. 

T i e  worst case scenario oc- 
curs when the waIl-clock time 
required for the processing of 
a geomem request exceeds 
the time for completion of 
the fiow sohtion. If only one 
CAD node is available, then 
this CAD node would not be 
able to feed the compute en- 
gine with gmmets-ies without 

uation is unlikely, since CAD 
model regeneration and tes- 
sellation t& have computa- 
tiond comple*ty of O(N2) ,  
while volume mesh generation 
and flow solution t a s b  are 
O ( N 3 ) .  

~ ; ; o c ~ ~ ;  t;-.e. 
i 

0 
0 . 

Fig. 2. Dynamic allocation of processors to mask 
the latency of CAD geometry processing 

5 Design Example 

We investigate the perhrmmce of 
the optimization framework for a 
design example based on the con- 
figuration shown in Fig. 3. This 
generic model is a CAD assembly 
of five parts, where the wing and 
canard are "attached" to  the fuse- 
lage via two parameters, their bor- 
imntal and vertical locations, re- 

constrained to intersect the projec- 

Fig. 3. CAD model configuration (before 
SPedivelY- These parameters are component intersection) 

. .  

tion of the fuselage on the symme- 
try plme w 5 t h  the CAB system. This simple construct avoids non-physical 
confi,wations, for exampie wings that derach from the fuseiage during the 
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optimization: even if the fuselage shape and dimensions change. The CAD 
model is constructed using the Pro/ENGINEER CAD system. 

Before presenting optimization results, we characterize the performance 
of the optimization framework. Table 1 presents average CPU timing results 
for the CAD model regeneration and surface triangulation using CAPRI. It is 
clear from Table 1 that CAD-model regeneration times are not a significant 
expense even for problems with many design variables. While the time re- 
quired for surface triangulation is not prohibitive, it is important to avoid aii 

by caching an associated baseline triangulation for each part prior to the 
optimization. 

..- urine~eaDay -,.--. -- Lc-,,Ila116ulabions t , . : n - r . . l  t .  during the optimizztion. This is accomp!ished 

Table 1. Average CPU time for CAD-model regeneration and 
tessellation (SO0 MHz R14000 SGI Octane Workstation) 

Part CAD-Model Tessellation Number of Tessellation 
Regeneration (s) (s) Triangles Algorithm 

Fuselage 2.0a 93.3 41,000 Quality-based 
Wing 3.0b 16.5 FS 50,000 Right.-triangle 

a No shapesection change, only global parameter modifications 
Shtipe-sectior. c h z g e  End p!anfcrm pr rmeter  modifications 

Table 2 presents average timing results for individual conponents within 
the analysis module. The volume mesh contains roughly 1.5 million cells for a 
half-span model of the configuration. The time for the mesh-solution transfer 
algorithm used to “warm-start” finite-difference gradient computations is also 
shown. Comparison of Tables 1 and 2 indicates that the time required to 

Table 2. Wallclock times for individual components of the anal- 
ysis module (600 MHz R14000 SGI Origin 3000) 

Component Time (s) Algorithm 
Mesh Generationa 132.0 Serial 

Flow Solution (flowcart 1.2) 455.0 Parallel (64 processors) 
Mesh Solution Transfer 26.0 Serial 

a Also includes component intersection, domain decomposi- 
tion, and multigrid coarse-mesh generation 

complete a CAD-model regeneration and surface triangillation is a factor of six 
smaller than the time required for a flow solution. This means that by the time 
the analysis modille completes the flow solution of the first chronosome of the 
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GA or the base-state of the gradient method, six new sllfface rriangulations 
are ready for analysis, ensuring good CPU efficiency. 

wie consider the optimization problem of attaining a nearly zero pitching 
moment coefficient by optimizing the canard/tail control surface. The design 
variables are the control surface aspect ratio (AR), twist (tip relative to  root 
section), and axid position along the center line of the fuselage. "he problem 
has two local optima, the tail or canard configuration, with the canard config- 
uration as the giobd oprimum ciue 60 an a f t  iocaLion of rhe center of gmvity. 

introduces the possibility of a t.opology change in t.he design space. We use i 6  
chromosomes for each generation of the GA. For the quasi-Nemon algorithm, 
the control surface area is kept constant (60.0). The freestream Mach number 
is 0.85, and the angle of attack is 1.0 deg. 

The objective function uses a quadr2tic-penalq formulation, with a target 
lift coefficient of 0.222 and a t,arget, pitching moment coefficient of 0.001. The 
initial pitching moment is -0.0714. Figure 4(a) shows the convergence history 
of the objective function. The label "Design Iteration" refers to the nilmber of 
generations e d u a t e d  by the GA, and the number of objective function &d 
gradient evaluations by the quasi-Sewton algorithm. The GA converges within 

algorithm requires 56 function evaluations to trim the cofiguration. 
Figures 4(b) and 4(c) show the initial and final designs for the quasi- 

Newton algorithm. The control surface converged t o  the minimum allowable 
forward location on the fuselage (8% of fuselage length), a twist angle of 2.93 
deg., and AR of 6.03. Fi-gxe 4(dj shows the final design using the GA. For this 
case, che optimization converged T.O the upper bound of the control surface 
area, which i s  60.0, a forward location of 8.2% of fuselage length, a twist angle 
of 3.41 deg., and AFt of 4.36. The small differences in the two desi,- indicate 
that there may be many control surfaces that, trim this configuration and 
further constraints are required to d e h e  a unique problem. 

Fer e@&&joc 7sing the Ga, the ~ ~ L T C !  zrez 2 a&o 2 deSigm \xe&]e. T&c 

5 .&$p ite:s';ioz, :s~&-&g o&y ,9L) fisct;ion e\.du&io=. q u g & ~ ~ ~ ~ ~ ~  

6 Conclusions 

A modular framework for the aerod~aamic optimization of complex geome- 
ties has been developed. The framework includes a direct interface to a 
parametric-CAD system that allowed an efficient manipulation and surface 
tessellation of generic-CAD models. Furthermore, the use of a component- 
based Cartesian method reduced the demands on the CAD system by reusing 
cached component triangulations, and improved the robustness of the frame- 
work due t o  the decoupling of the surface mesh form the volume mesh. Par- 
d e l  efficiency of the framework vas  maintained even when subject zo limited 
CAD resomces by dynamically reallocatiilg the processsrs of the flow solver, 
thereby using the scalability of the so!ver to mask the latency of the geometry 
server. 
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(b) Initial configuration, Gradient 

(c) Final configuration, Gradicnt (d) Final configuration, G.4 

Fig. 4. Design example summary (Contour plots denote surface Mach number) 
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